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Customer environments and application
requirements are evolving

Single control plane with Azure Arc

How to govern How to ensure security across How to best enable innovation = How to meet regulatory
and operate across the entire organization? and developer agility? requirements and overcome
disparate environments? technical hurdles?
100's—1,000’s of apps Diverse infrastructure Multi-cloud
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Azure Hybrid

Innovation anywhere with Azure

Single control plane with Azure Arc

D

S oS vmware
Ny~ e

Bring Azure services Modernize datacenters Extend to the edge
to any infrastructure with Azure Stack with Azure loT



":‘ Azure Arc use cases

Organize and govern
across environments

At-scale Kubernetes
app management

Run data
services anywhere
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Azure is already trusted and
proven by our customers. Azure
Arc uses the same APIs‘and the
same control ‘plane as Azure,
providing consistency across
the hybrid infrastructure, which
increases productivity and
reduces risk.”

Mike Deluca
Global Lead for Hybrid

With -Azure Arc, we can centrally
manage multiple edge locations
and help our customers grow
and expand-across the continent,
creating more jobs and economic
opportunities along the way."

Calvin Karundu
Software Engineer

For me, the main benefit is

that my managers do not have
to go to three different places

to see the health of our database
environment. | want to reinforce
this over and over again because
that's what's driving us.”

Kristina Melo
SQL Database Administrator




Azure Customer
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Tools and Experiences

Portal

PowerShell

CLI

API

Management Services

Monitoring | Update | Containers | Backup | Security Center | More...
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Access and Security

RBAC | MSPs | Subscriptions

Organization and Inventory

Search | Index | Groups | Tags

Environments and Automation

Templates | Extensions

Governance and Compliance

Logs | Policy | Blueprints

Azure Resources
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On-Premises / Hosted Services

Customer’s Environments

Existing

Kubernetes Tools

N

Tools

Server Admin Tools




Azure Arc Architecture

S Microsoft Azure Customer locations (on-premises/clouds) Resource specific tools
Management Azure Resource Azure data services
I f Manager (ARM )
T R — [paene = < > Agure Data Studio
=23
Azure Portal Identity A
Azure CLI

RBAC Kubernetes Cluster . K8s Native Tools

Azure SDK Container Registry € ’
Cluster provisioning
Policy Cluster upgrade and
< >  patch management
GitOps
Index Manager Cluster lifecycle
management

Cluster monitoring

Groups

Servers b B
Etc. .

> Server Admin Tools

Windows

. Azure Arc Components



Customer scenario
Organize & govern across environments

Overview

A large financial institution has sprawling server-based IT systems
deployed in corporate datacenters, hosters, and multi-cloud.

The sprawl is overwhelming, and it is impossible to manage and apply
consistent governance across the environment and meet compliance
needs

Business requirements

* Manage a mix of bare metal, Windows and Linux servers across
locations and disparate systems

« Enable IT to apply at scale governance and security policies across all
servers

» Enable application owners to apply, audit and remediate compliance
to meet their own requirements

Multi-Cloud
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On-Premises / Hosted Datacenters




Customer scenario
Organize & govern across environments

Multi-Cloud

| EVE
Key benefits from Azure Arc mm Microsoft Azure

\awsT ¢ Google Cloud

* Asset organization and inventory with a unified

Azure Arc
view in the Azure Portal

Azure Management
(Azure Resource Manager, Azure Policy,
Azure Portal, API, CLI...)

* Built-in server compliance rules '

p
 Universal governance anywhere through Azure
Policy

. . Azure Arc
 Central compliance view across all servers

» Self-service remediation
. . . (X} s -
* Integration with Azure Lighthouse = , '1‘ % sQL

On-Premises / Hosted Datacenters
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All resources
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Virtual machine
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RGVMs
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Win2019

Win2019 - Policies

AUTO=STIOO Policy feature launch | Ability to tag ensting resources at scale

g Scope Type Compliance state Search
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Azure Arc enabled servers

Bring on-premises and multi-cloud servers to Azure with Azure Arc
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Reach

Linux and Windows
VM and Bare-Metal
Domain agnostic

.J/.
e

v

Organize
and Inventory

At scale searchable inventory
Unify management experience
Consistent VM extensions
Integrate with Azure Lighthouse

o
v

Governance
and Security

Built-in Azure policies
Server security baselines
Compliance across environments

Role-Based
Operations

Central IT to manage
at-scale operations

Workload owners manage
based on their access

Any infrastructure, familiar tools

y*




Azure Arc enabled servers

Azure Arc enabled servers are auto-enrolled with additional Azure services

Additional services
HEl Windows [ Azure Policy
.. Server Azure Defender
@ Azure Sentinel
— Azure Monitor

aWs Change and inventory tracking
Red Hat S Update management

AWS Linux 2

Azure Security Center

Just turn them on when you want to use them




Azure Arc enabled servers s
Connected Machine Agent g

E Azure Arc Connected Server (On-Premises, AWS EC2, etc.) =& Microsoft Azure J
Azure Arc Connected Machine Agent X Azure Portal
Az CLI
Azure AD Azure SDK
Parameters passed to the Agent: REST AP
« Subscription ID A
* Location A
* Resource Group Authentication & \”
* Proxy (optional) Authorization
* Azure Service Principal Azure Resource Manager (ARM)
~ Hybrid Instance Metadata Service (HIMDS) L HTTPS/443 3 Hybrid Compute
“| Handles managed identity and communication with Azure AD = - Resource Provider
Guest Configuration HTTPS/443 i
> Provides In-Guest Policy and Guest Configuration functionality, such € rg Guest Config
. . : . : 1. Resource Provider
as assessing whether the machine complies with required policies
N
Extension Manager
Manages VM extensions, including install, uninstall, and upgrade
Update Log Analytics | HTTPS/443 . L
Management (MMAExtension) |< > Log Analytics Workspace <€




Azure Arc enabled servers pricing

Azure Policy—guest configuration
. Azure Monitor

== MICI'OSOft Azure Azure Security Center

Azure Defender—standard
Azure Sentinel

Backup
Log Analytics
Service Map
Application Insights
Network Watcher

Azure Sentinel

N

Additional services

Config and Change Management

N

P Control plane functionality:
‘ No additional cost Tagging, management groups, activity logs,
templates, Resource Graph, RBAC

Customers servers and clusters




Customer scenario
Run Azure data services anywhere

Overview

An Energy company aims for an efficient and fully automated
operation with Al everywhere

Customer operates various production sites, as well as run
utility transporting from extraction to retail distribution

Massive data volume at the edge and need real-time insights

Business requirements
* Leverage existing OEM hardware and OpenShift K8s

« Automation at scale for IT control systems e.g., HA/DR,
backup, CI/CD, DevOps

* Latest innovation automatically deployed from edge to cloud

» Consistent security and governance

Private Cloud - Enterprise business systems challenges

</> Lots of manual effort for CI/CD, especially for data tier

Variety of DB engines, with versions facing EOS,
security siloes; no elastic scale

Mix of containers and VMs on OEM hardware

Data aggregation Model updates

Edge - real-time processing challenges

O Custom code needed for Sensors
€/>  streaming, data sync and Al
Legacy, basic database Actuators

with no Al built

OEM edge servers/workstations

Azure data services
Fully managed services
only available in Azure




Customer scenario
Run Azure data services anywhere

Key benefits from Azu re Arc Private Cloud - Enterprise business systems challenges

 Any infrastructure, any K8s

:T Lots of manual effort for CI/CD, especially for data tier
+ Always on the latest, no end-of-support . . ‘
with evergreen SQL in Azure SQL DB Variety of DB engines, with versions facing EOS,

security siloes; no elastic scale

« Elastic scale on-premises with
PostgreSQL Hyperscale

Mix of containers and VMs on OEM hardware

» Azure SQL Database Edge with built-in | K8s management Azure Arc enabled data services
Al for real-time edge analytics / Azure Policy -

- Automation at scale with unified management Data aggregation Model updates | Azure Role-based E 0}
of all data & Al assets | conte! —2

Azure Security Center

» Market leading security & governance

. Edge - real-time processing challenges
consistently deployed everywhere 9 'me p ing 9

: Custom code needed for Sensors
€/>| streaming, data sync and Al
Legacy, basic database Actuators

with no Al built

OEM edge servers/workstations




Azure Arc enabled data services

Bring Azure data services to on-premises, multi-cloud, and edge with Azure Arc

Azure Arc enabled

Now in preview

SQL Managed Instance

Now in preview

Azure Arc enabled
PostgreSQL Hyperscale

Always
current

Automated updates
Evergreen SQL

PostgreSQL Hyperscale on-
premises

1

Ll

Elastic
scale

Deploy in seconds
Scale up, scale out

Automation at scale

AN
| V=
N

Unified
management

Single view for
on-premises and clouds

Use familiar tools

!

Unmatched
security

Advanced Data Security
Azure Policy

Role-based Access Control

L

Cloud
billing

Cloud billing on-premises

Cost efficiency

e

Any hardware, any Kubernetes




Azure Arc enabled data services architecture

Data/Azure Admin

O > == Microsoft Azure
| Azure Arc Integration Azure Portal
. Identity Resource Inventory
Azure Data Studio Azure RBAC & Policy Logs & Telemetry Azure CLI
< Advanced Data Security =~ Backup Retention A
Azure Arc Extension Deployments & Config Consumption
8 azdata CLI —
(powered by kubectl CLI)
\ 4 \ 4 \ 4 \ 4 \ 4
[ —
Fo Azure Arc Data Controller PostgreSQL Hyperscale Azure SQL Managed Instance Future Future
b data services Analytics Engines

\ /4

API Azure Arc Integration ﬁ ﬁ E ) ceccee
Monitoring & logs | Patching & Updates 2 &2 9 E o~
Backup Scaling u eee

fluentbit collectd fluentbit collectd
HA/DR Provisioning

Any Kubernetes Cluster

«| Kubernetes upup P
> APl ap i q K . .
T @ @
EKS

AKS AKS on Azure Stack HCl OpenShift GKE VMware Tanzu kubeadm

Any Infrastructure




Azure Arc enabled Microsoft SQL Server

Data management benefits for Azure Arc enabled servers

b a

Governance

Flexibilit Management )
4 9 and Security
VMs and bare-metal servers Searchable inventory Azure Policy
On-premises and multi-cloud Free SQL Assessment Advanced data security

No migration needed for existing SQL Servers



All services

SQL Server - Azure Arc & &

Dashboard
All serv
FAVORITES
) ving 1t0 7
All resources =

Name T Resource group Ty Location T Subscription
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Servers - Azure Arc
Kubernetes services
2 App Sen

Virtual machines

Cost Management + Billing
Monitor
Security Center

Help + support




Dashboard
All sery

FAVORITES

SQL databases
SQL servers

SQL managed instances

Servers - Azure Arc

Kubernetes serv

® App Services

Virtual machines

ecunty Center

Help + support

All Technologies




Customer scenario
At-scale Kubernetes app management

Overview

A retailer with 100s of stores would like to move all in-store
applications to containers running on a K8s clusters

They are faced with the challenge of how to uniformly deploy,
configure and manage their containerized applications across
multiple locations

Business requirements

» Bootstrap a new store to fully run with the applications and
configuration that this store requires

» Enable IT to apply and monitor at scale governance across
all stores

* Monitor the state of applications and configuration in all stores

* Integrate DevOps and Safe Deployment Practices for
applications running in stores



4 ~N
Azure Management
(Azure Resource Manager, Azure Policy,

C u Sto m e r Sce na ri O Azure Portal, API, CLI...)
At-scale Kubernetes app management

Key benefits from Azure Arc

 Asset organization and inventory with a unified
view in the Azure Portal across all locations

* GitOps-based model for deploying configuration
as code to one or many clusters

» Application deployment and update at scale

 Source control based Safe Deployment
Procedures when rolling new applications and
configurations

* Developer tooling agnostic—use the tools they
want




Azure Arc enabled KUberneteS Now in Preview

Connect, manage, and operate Kubernetes clusters and applications running anywhere using Azure Arc

TAY (} i 'n

: Operate Govern
Connect Configure perat
and Monitor and Secure
Support for multiple flavors Configure GitOps workflows Azure Monitor Integration Built-in Azure Policies
Deploy to an existing cluster Enforce desired state across clusters Health status reporting Cluster security baseline
OSS ecosystem friendly Cluster & Namespace support Cluster & App observability Role-Based Access Control

Compliance across environments

* [ ]
> b<. Any infrastructure, any Kubernetes @
II II N
2 @ @® O

kubeadm AKS OpenShift EKS GKE VMware Tanzu



| NN Default
$ az connectedkBs connect --resource-group Ignite2@19 --name AzureArcKB8s2

Command group 'connectedk8s' is in preview. It may be changed/removed in a future release.
Helm release deployment succeeded

{
"aadProfile": {

clientAppId": :
"serverAppId": "",
“tenantId": ""

}!

"agentPublicKeyCertificate": "MIICCgKCAgEAqaXgMBE7tDoBQYKUdLxzIVEtt1l9tu257cnKALULKHjOmbbS5phK6x7
pShUUYeaEJfq296DG1I8tSX4gKjZQu2ovIuSvBAISYzA9qr@priB+/n+mf7u+06//1ImgmIwa0B2leBp255¢c7ujnwig+HNsk
wKnhM8ETjiM8dItvDX5Zt12MfmX@9Fh5uQru@jJSEW/4a4K+1j11aMMjTXT2EV3INuW@n30/hiPieMeWI1InMIBRFXbGpmWEG
wrksHWWzRaN5kHhgb6WyYUAXf4CtzrQlsWfBU7PVvHK/7 /MFVIXMOLE+/Fh3fGnzTxiwt979WRfMn8QgnAJFXELPuY2tplQJim
0B6XsghnDHnag6fX367NZY6jiNNkQIGE44aE9C8AiI0z1INhNSkfdXKRpgEp/FDQCXULTCeWvcKk@Uh3APbUMgyeGZEW2Z16Ew
IdBsrdElkngUD0JucbnS6SQT6H0j25Qh712yplB8SXLGMtATUJoc8hDmQwfalUjGXTm@9rXb2bhj8AeGFw2PVxpG/HmgR1 jXm
NwgWn32V64jJZrJAmLnROOB6D+6q+MLl04Z212zkG2071QBXxTs8D7CchUjPofLVUuWABBDPOotcoh9m@ncMP)jHIxaJhNgPV1IFsS
cCrvjh989k5C6M2XFgasNSaErYBQZWLPYP/yfF+m2PgZTBrEA8qEpCcCAWEAAQ=",

"agentVersion": "©.1.11",

"id": "/subscriptions/3da@6598-90c6-4e49-bBal-81913deb3f34/resourceGroups/Ignite2019/providers
/Microsoft.Kubernetes/connectedClusters/AzureArck8s2",

"identity": {

"principalId": null,
"tenantId": null,
"type": "None"

}!

"kubernetesVersion": "v1.15.0",

"location”: "eastus",

"name”: "AzureArcK8s2",

"resourceGroup": "Ignite2019",

"tags": {},

"totalNodeCount”: 1,

"type": "Microsoft.Kubernetes/connectedClusters”

}
v o~

5 1

© 12/10, 2:14 PM 3% 011 GB So43KkBY AN 4 BAkBY




Kubernetes services

Edit columns ) Refresh %5 Try preview

Subscriptions: 1 of 42 selected — Don't see a subscription? Open Directory + Subscription settings
CDM QaaS PM v All resource groups
1 items
NAME RESOURCE GROUP
-'_:'_:- OnPremClusterl Kubernetes cluster - Azure Arc OnPremClusters

> AKSClusterl Kubernetes service AKSClusters

All locations

LOCATION

West US 2

West US 2

All tags

SUBSCRIPTION

CDM QaaS PM

CDM OQaasS PM

No grouping




Dashboard > OnPremCluster1 - Configurations

% OnPremCluster1 - Configurations
bip ber \ Ar @ Directory: Microsoft

« + Add a Configuration D Refresh

EE

* Overview

ﬁ Activity |Og CONFIGURATION NAME OPERATOR INSTANCE NAME OPERATOR NAMESPACE OPERATOR SCOPE OPERATOR TYPE REPOSITORY URL LAST MODIFIED

s Access control (IAM) K8sSecurity K8sSecurity K8sSecurity Cluster Flux https://github.com/contoso/k8sSecurity ~ 7/22/2019, 7:28 AM

& Tags ShrinkageDetection ShrinkageDetection ShrinkageDetection Namespace Flux https://github.com/contoso/shrinkage 3/22/2019, 5:42 PM

Settings
Policies

& Configurations
Properties

ﬂ Locks

Export template

Support + troubleshooting

T New support request




GitOps — Definition & Principles

; Q,
Git as the source of Git as the single place All changes are
truth for a system where we operate observable

r@“j)\
i}

(create, change, and delete)

o

el 4 Y
o = T v
. =7 / 40
System state described State declaration versioned Approved changes are Agents enforce
declaratively in source control applied automatically desired state

https://www.weave.works/technologies/gitops/



https://www.weave.works/technologies/gitops/

Azure Arc enabled Kubernetes GitOps Flow

Arc Connected GitOps Flux Operator + e git
Kubernetes Cluster Configurations Helm Operator Repository

npup
Google Kubernetes 0 e < ipupup 9 g M= : ’ < >
Engine (GKE) i i M S < S
A o Flux
| /// pickup changes
Application 4
Azure Kubernetes ‘ Rolling Update Q ,’/ 0
Service on HCI ’ L git
P 0 // e Application merge
’ Deployment
/
/ (6

/7
Elastic Kubernetes L v
Service (EKS) . . - .

(]
(
Application V2 Application V1 Application
(New Desired State) (Desired State) Changes

Rancher K3s

Any Kubernetes,
any Infrastructure




Azure Arc enabled Kubernetes

Azure Monitor mi
nm . )
Azure Monitor for containers
Workbooks Log Analytics Alerts
5 A m
[ | |
N\
||‘“||;l'||| 9 Send metrics and logs
.III III'
Azure Arc enabled Kubernetes Cluster
node-1 node-2 node-n
oms-agent a oms-agent c oms-agent 0
Collect metrics Collect metrics Collect metrics
and logs and logs and logs
pod-a > pod-b pod-a > pod-b pod-a > pod-b
pod-c > pod-d pod-c > pod-d pod-c > pod-d




Dashboard > Monitor | Containers

KS]W Monitor | Containers

Q) Refresh ? Help Q7 Feedback

Overview Getting started ~ Monitored clusters (3)  Unmonitored clusters (2)

Activity log
Environment: Azure
Alerts

Metrics Cluster Status Summary

oo: 5 0o 1 Qe 20 2

Service Health Total Critical Warning Unknown Healthy Unmonitored

Workbooks

Insights 3 items
Q Applications CLUSTER NAME CLUSTER TYPE VERSION STATUS USER PODS SYSTEM PODS

#® Virtual Machines ¢ SanFrancisco-Warehou... Azure Arc 1.17.3 Warning Q 20/20

Storage Accounts (preview) %% SanFrancisco-Corp-AKS  AKS 1.15.10 @ Healthy / /5 v EVE

Containers

Singapore-Warehouse-... Azure Arc 1.17.3 0 Healthy )/ 10/ 10 Q 18 /18
Networks (preview)
Cosmos DB (preview)

Key vaults (preview)




Azure Arc enabled Kubernetes
Azure Policy (Gatekeeper)

Calling entity

kubectl apply —f privileged.yaml

S8 Microsoft Azure

Azure Policy Service

N

Azure Arc enabled Kubernetes Cluster

\ 4

AN

Denied

API Server

Pod Service CRD Pollcyél'srl;\plate
. Fetch policy
Deployment Ingress Confi Policylnstance definitions &
Py 9 9 CRD assignments
&
A Report compliance
N
watch create
e AdmissionReview Gatekeeper A
request
> ) deploy .
< azure-policy-addon
N AdmissionReview OPA
e response
allowed: false




Dashboard > Policy

Policy | Definitions &

O Search (Ctrl+/)
Overview
Getting started
Compliance

Remediation

Authoring
®| Assignments
Definitions

Exemptions

Related Services
Blueprints (preview)
*s Resource Graph

e User privacy

—+ Initiative definition -+ Policy definition & Export definitions () Refresh
y

Scope Definition type Type
2 selected ! All definition types Built-in

Name ™,  Definition lo..T}  Polici...T}

« Kubernetes cluster pod security restricted standards for Linux-based workloads 8
« Kubernetes cluster pod security baseline standards for Linux-based workloads 5

[Preview]: Azure P Add-on for Kubernetes service (AKS) should be installed a...

[Preview]: Deploy GitOps to Kubernetes cluster

Deploy Azure Policy Add-on to Azure Kubernetes Service clusters

Kubernetes cl pod hostPath volumes should only us lowed host paths

Kubernetes clt r pods should only use alloy ume types

Enforce HTTPS ingress in Kubernetes cluster

Kubernetes clusters should not allow container privilege escalation

Ensure services listen only on allowed ports in Kubern

> internal load balancers in Kubernetes cluster

Ensure containers listen only on allowed ports in Kubernetes cluster

Category

1 categories

Type

Built-in
Built-in
Built-in
Built-in
Built-in
Built-in
Built-in
Built-in
Built-in
Built-in
Built-in

Built-in

™

Definition type T4
Initiative
Initiative
Policy
Policy
Policy
Policy
Policy
Policy
Policy
Policy
Policy

Policy

Search

Category

Kubernetes
Kubernetes
Kubernetes
Kubernetes
Kubernetes
Kubernetes
Kubernetes
Kubernetes
Kubernetes
Kubernetes
Kubernetes

Kubernetes




,l Africa’s

With Azure Arc, we can centrally manage

multiple edge locations and help our
customers grow and expand across

cass e the cont.inent, creatipg more jobs and

(e economic opportunities along the way.”

Love() {
{ /Nerds;

Calvin Karundu
Software engineer
Africa's Talking
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Healthineers -

Azure Arc is the key enabling technology
for us to deliver software as a service to
the edge within our customers' local on-
premises networks.”

Thomas Gossler
Chief Architect for Teamplay
NEERR



The Azure Arc Jumpstart GitHub Repository

1. Provide a “zero to hero” scenarios for multiple environments
and deployment type using as much automation as possible

2. Create a "supermarket” experience by being able to take
"off the shelf” scenarios and implement it

3. Meeting Azure Arc customers where they are

https://aka.ms/AzureArcJumpstart

SR


https://aka.ms/AzureArcJumpstart

Get started

Azure Arc enabled servers is now generally available, get started today: https://aka.ms/Azure-Arc
Try Azure Arc enabled Kubernetes, in preview: https://aka.ms/Azure-Arc-Kubernetes
Try Azure Arc enabled data services, in preview: https://aka.ms/hybrid-data-services

Learn more “3

Azure Arc

Azure Arc Jumpstart: https://aka.ms/AzureArcJumpstart Any Infrastructure, Any Cloud

Technical documentation: https://aka.ms/AzureArcDocs - g & = B =
Azure Arc Learning Path: https://aka.ms/AzureArclLearn . « =



https://aka.ms/Azure-Arc
https://aka.ms/Azure-Arc-Kubernetes
https://aka.ms/hybrid-data-services
https://aka.ms/AzureArcJumpstart
https://aka.ms/AzureArcDocs
https://aka.ms/AzureArcLearn

Azure Arc roadmap

Today

H1 CY21

General availability
* Azure Arc enabled servers

Public preview
* Azure Arc enabled SQL Server
* Azure Arc enabled Kubernetes
* Azure Arc enabled data services
* Azure SQL DB
* Azure PostgreSQL Hyperscale

General availability

e Azure Arc enabled SQL Server

e Azure Arc enabled Kubernetes

* Azure Arc enabled data services
* Azure SQL Managed Instance
* Azure PostgreSQL Hyperscale




Resources

Azure Arc all
up overview

aka.ms/arc-introvideo

Introducing Azure Arc

aka.ms/azurearcpricing
Azure Arc pricing page

aka.ms/arc-techcommunity

Deep dives on Azure Arc, best practices and
more

aka.ms/arc-customerstories

Learn how other customers are implementing
Azure Arc

https://aka.ms/arc-feedback

Public Q&A forum
AzureArcContact@microsoft.com

Ask to be added to a common Teams site
and monthly call with engineering

Azure Arc enabled
Kubernetes & servers

aka.ms/arc-blog
Azure Arc: Extending Azure management to any
infrastructure

aka.ms/arc-k8svideo

Kubernetes—Managing K8 clusters outside of
Azure with Azure Arc

aka.ms/arc-serversvideo

Server management—Organize all your servers
outside of Azure with Azure Arc

aka.ms/arc-serversdocs

Documentation for Azure Arc
enabled servers

aka.ms/arc-k8sdocs

Documentation for Azure Arc
enabled Kubernetes

aka.ms/AzureArcJumpstart

Azure Arc "Jumpstart” GitHub repository

Azure Arc enabled
data services

aka.ms/arc-databloqg

Blog — Run Azure data services on-premises, at
the edge, and multi-cloud with Azure Arc

aka.ms/arc-data-mechanicsvideo

Demos on Azure Arc enabled data services,
including SQL and PostgreSQL

aka.ms/arc-data-ignitevideo

Ignite 2020 session—Bring Azure data services
to on-premises, multi-cloud and edge

aka.ms/arc-datadocs

Documentation for Azure Arc
enabled data services


https://aka.ms/arc-introvideo
https://aka.ms/azurearcpricing
https://aka.ms/arc-techcommunity
https://aka.ms/arc-customerstories
https://aka.ms/arc-feedback
mailto:AzureArcContact@microsoft.com
https://aka.ms/arc-blog
https://aka.ms/arc-K8svideo
https://aka.ms/arc-serversvideo
https://aka.ms/arc-serversdocs
https://aka.ms/arc-k8sdocs
https://aka.ms/AzureArcJumpstart
https://aka.ms/arc-datablog
https://aka.ms/arc-data-mechanicsvideo
https://aka.ms/arc-data-ignitevideo
https://aka.ms/arc-datadocs
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